Abstrak - Background: Telemarketing is an effective marketing strategy lately, because it allows long-distance interaction making it easier for marketing promotion management to market their products. But sometimes with incessant phone calls to clients that are less potential to cause inconvenience, so we need predictions that produce good probabilities so that it can be the basis for making decisions about how many potential clients can be contacted which results in time and costs can be minimized, telephone calls can be more effective, client stress and intrusion will be reduced.

Method: This study will compare the classification performance of Bank Marketing datasets from the UCI Machine Learning Repository using data mining with the Adaboost and Bagging ensemble approach, base algorithm using J48 Weka, and Wrapper subset evaluation feature selection techniques and previously data balancing was performed on the dataset, where the expected results can be known the best ensemble method that produces the best performance of both.

Results: In the Bagging experiment, the best performance of Adaboost and J48 with an accuracy rate of 86.6%, Adaboost 83.5% and J48 of 85.9%

Conclusion: The conclusion obtained from this study that the use of data balancing and feature selection techniques can help improve classification performance, Bagging is the best ensemble algorithm from this study, while for Adaboost is not productive for this study because the basic algorithm used is a strong learner where Adaboost has Weaknesses to improve strong basic algorithm.
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data mining results easier to understand and more applicable [3].

Dash and Liu (1997) break down the feature selection process into four steps: generation, evaluation, stopping criterion, and validation[4].

B. Wrapper Subset Evaluation

The "wrapper" subset evaluation of WEKA is the evaluator's implementation of Kohavi (1997). A facility in the WEKA application that is used for feature selection with a wrapper method, where with this application it is possible to carry out a feature selection process using an induction algorithm as needed. This implementation performs a 10-fold cross validation of the training data in evaluating a given subset with respect to the classification algorithm chosen. To minimize bias, this cross validation is carried out in the internal loop of each training fold in the outer cross validation. After the feature set is selected, it is run on the outer loop cross validation [5].

C. Decision Tree C4.5

C4.5 algorithm recursively visits each decision node, selecting the optimal separation, so that no more separation is possible. The C4.5 algorithm step according to [6], to grow a decision tree is as follows:

- Select the attribute for the root node.
- Create a branch for each value of the attribute.
- Cases are divided by branch.
- Repeat the process for each branch until all cases in the branch have the same class.

The question is, how can an attribute be selected as the root node? First, calculate the gain ratio of each attribute. The root node is determined by the attribute that has the maximum gain ratio. Gain Ratio is calculated by the following formula [7]:

\[
\text{Gain Ratio} (A) = \frac{\text{Gain} (A)}{\text{SplitInfo} (A)}
\]  

Where A is the attribute to which the Gain Ratio will be calculated. Attribute A with maximum Gain Ratio is chosen as the separating attribute. This attribute minimizes the information needed to classify tuples in the resulting partition. Such an approach minimizes the number of tests expected to be needed to classify the tuple given and guarantee that a simple tree if found. To calculate the gain of an attribute, first calculate the entropy of the attribute using the formula:

\[
\text{Entropy} (S) = - \sum_{i=1}^{n} P_i \log_2 P_i
\]

Where \( P_i \) is the probability that the arbitrary tuple in \( S \) belongs to the class \( C_i \) and is estimated by \( \frac{|C_i; d|}{|D|} \). A base 2 log function is used because information is encoded with bits. Entropy \( (S) \) is only the average value of information needed to identify the class label of a tuple in \( S \).

Now the gain of the Attribute is calculated by the following formula (Beck et al., 2007; Quinlan, 1993):

\[
\text{Gain} (A) = \text{Entropy} (S) - \sum_{i=1}^{n} \frac{|S_i|}{|S|} \text{Entropy} (S_i)
\]

Where, \( S_i = \{S_1, S_2, \ldots, S_n\} = \text{Partition of S according to the value of attribute A} \). 
- \( n = \text{Number of attribute A} \)
- \( |S_i| = \text{Number of cases in the Si partition} \)
- \( |S| = \text{Total number of cases in S} \)

The Gain Ratio divides the gain with the evaluated separation information, this makes the separation split by many results (Beck et al., 2007; Quinlan, 1993):

\[
\text{SplitInfo} (A) = - \sum_{i=1}^{n} \frac{|S_i|}{|S|} \text{Entropy} (S_i)
\]

Split information is a calculation of the weighted average of information using the proportion of cases passed on to each child. When there are cases with unknown results on the split attribute, split information treats this as an additional split direction. This is done to punish the separation made using the case with a lost value. After finding the best separation, the tree continues to grow recursively using the same process.

D. Bagging

To facilitate us in understanding Bagging it will be illustrated as follows. Suppose we are a patient and want to make a diagnosis based on the symptoms experienced. Instead of asking for one doctor, you can choose to ask several doctors. If certain diagnoses occur more than others, you can choose this as the final or best diagnosis. It is the final diagnosis based on the most votes where every doctor gets the same voice. If now replace every doctor with a classifier, then you have the basic idea behind bagging. Intuitively, the most votes made by a large group of doctors may be more reliable than the majority votes made by a small group.

Given a set, D, from tuples, Bagging works as follows [6]. For iterations i (i = 1, 2, 3, ..., k), the training set, the t-tuple is sampled with the replacement of the original tuple set, D. Note that the term bagging is a bootstrap aggregation. Each training set is a bootstrap sample. Because replacement sampling is used, some original D tuples may not be included in Di, while others can occur more than once. The Mi Classifier model is studied for each set of training, Di. To
calcify an unknown tuple, X, each classifier, Mi, returns its class prediction, which is counted as one vote and assigns the class with the most votes to X. Bagging can be applied to continuous value predictions by taking the average value of each prediction for the test tuple given.

Bagging Algorithm: Bagging Algorithm [6] creates an ensemble model (Classifier or predictor) for learning schemes where each model is given the same weight prediction.

Input:
- D, a set of training tuples
- K, the number of models in ensemble
- A Learning Scheme (Contoh, decision tree, back propagation, dan lain-lain)

Output: A composite model, M*

Method:
- For I = 1 to k do // create k models
  - Create bootstrap sample, Di by sampling D with replacement
  - Use Di to derive a model, Mi
- End for

Untuk menggunakan model komposit pada tupel, X:
- If Classification then
  - Let each of the k models classify X and return the majority vote
- If prediction then
  - Let each of the k models predict a valur for x and return the average predicted value

Bagging classifiers often have much greater accuracy than a single classifier derived from D, the original training data. It will not be much worse and stronger for noise data effects. Increased accuracy occurs because the composite model reduces the variance of each classifier. For predictions, it is theoretically proven that bagging predictors will considerably increase the accuracy of one predictor derived from D.

E. Adaboost

Boosting is a common method for increasing the accuracy of each learning algorithm that is given. This is an effective method for producing highly accurate prediction rules by combining rough and inaccurate rules of thumb. In this research is the main focus on the AdaBoost algorithm [8], [6].

In AdaBoost, the input includes a D dataset from class labeled d-labels, integers k specifying the number of classifiers in the ensemble and classification learning schemes.

Every tuple in the dataset is weighted. The higher the weight the more influence the theory being studied. Initially, all weights are given the same value 1 / d. The k-repeatedly algorithm. At all times, the Mi model is built on the current dataset obtained by sampling with replacement for the original training dataset D. The framework [6] of this algorithm is as follows:

Algorithm : AdaBoost

Input:
- D, a set of d class-labeled training tuples
- K, the number of rounds

Output : A composite model

Method:
- Initialize the weight of each tuple in D to 1/d
- For I = 1-k do
  - Sample D with replacement according to the tuple weights to obtain Di
  - Use training set Di to drive a model, Mi
  - Compute the error rate error(Mi) of Mi
  - If error(Mi) > 0.5 then
    - Reinitialize the weights to 1/d
    - Go back to step 3 and try again
  - Endif
- Update and normalize the weight of each tuple;
- Endfor

The error rate of Mi, is the sum of the weights of all tuples in Di, that of the tuples in Di which are Mi misclassified:

$$\text{error}(M_i) = \sum_{j=1}^{d} W_j \times \text{err}(X_j)$$

Where, err (Xi) = 1, if Xj is misclassified and err (Xj) = 0 otherwise. Then the weights of each tuple are updated so that the weights of the misclassified tuples are increased and the weights of the correctly classified tuples are reduced. This can be done by multiplying the weights of each tuple properly classified by an error (Mi) / (1-error (Mi)). The weights of all tuples are then normalized so that the number is equal to 1. To maintain this limit, the weight of each tuple is divided by the number of new weights. After round K, a composite model will be generated, or classifying ensemble which is then used to classify new data. When a new tuple X comes, it is classified through these steps:

Initialize weight of each class to 0
- For I = 1 - k do
  - Get weight wi of classifier Mi
  - Get class prediction for X from Mi : c = Mi (Xi)
  - Add βi to weight for class c
- Endfor
- Return the class with the largest weight

Bobot Wi untuk masing-masing classifier Mi dihitung dari persamaan berikut :

$$W_i = \log \frac{1 - \text{error}(M_i)}{\text{error}(M_i)}$$

III. RESEARCH METHODS

A. Research Framework

In this research, a flow is made that refers to the research framework that aims to make the research gradual and...
consistent and is an outline of the research steps undertaken in this study.

B. Data Preprocessing

- **Data Selection**
  
  In this study a dataset from the University of California was used. The dataset used is type * . CSV with the name bank.csv. The number of datasets is 4,521 rows with 17 attributes where the last attribute is the data class. This data was downloaded at:


  This data is related to the direct marketing campaign of Portuguese banking institutions. Marketing campaigns are based on telephone calls. Often, more than one contact to the same client is needed, to access if the product (bank time deposit) will ('yes') or not ('no') subscribe.

- **Data Balancing**
  
  The problem of unbalanced data classification is seen when the number of elements in one class is much smaller than the number of elements in another class [9]. If no balance is performed, most machine learning algorithms will predict the dominant class [10]. Can be seen in the dataset used in this study shows that the dataset is not balanced with respect to the class label under study. The majority of the records used in this study, 88%, belong to the "No" class and for the "Yes" class 12%. In this case relating to customers buying deposits or not

- **Feature Selection**
  
  The feature selection method in this study uses the Wrapper technique. In this method, the classification algorithm is used as part of the selection process in the process. Some relevant attributes will be selected which will hopefully improve the classification results.

C. Performance Measure

1. Performance Classifier

- Accuracy: Is the ratio of True predictions (positive and negative) to the whole data.
- Precision: This is a positive positive prediction ratio compared to overall positive predicted results.
- Recall: Is a true positive prediction ratio compared to overall true positive data.

2. Comparison of ROC curves

   The ROC curve summarizes all information provided by the confusion matrix in a visual format. The plot represents the classifier's ability to correctly identify positive labels and negatively identified negative labels. The main advantage of using the ROC curve for the actions mentioned earlier is that the ROC curve provides performance values above all possible thresholds. To better compare the ROC curve generated by the algorithm used, mapping it simultaneously using the WEKA workflow manager.

IV. RESULT AND DISCUSSION

This chapter details the results of the experiment, where the dataset attributes have been selected using the wrapper subset evaluation feature selection method. The first part will explain the relevant features obtained from the feature selection. The second part will examine and compare in detail the results of the comparative use of the Adaboost and Bagging algorithm against the J48 decision tree algorithm. Each method will be described with the performance measures used.

A. Feature Selection

The feature selection method in this study uses the Wrapper technique, in this method, the classification algorithm is used as part of the selection process. The table below shows the results obtained by applying the feature selection method in this experiment.

Because the selection results are sorted by rank, the following arrangement of relevant features is sorted from the best of a total of 16 attributes to 9 attributes.

<table>
<thead>
<tr>
<th>No</th>
<th>Feature / Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Marital</td>
</tr>
<tr>
<td>2</td>
<td>Education</td>
</tr>
<tr>
<td>3</td>
<td>Housing</td>
</tr>
<tr>
<td>4</td>
<td>Loan</td>
</tr>
<tr>
<td>5</td>
<td>Contact</td>
</tr>
<tr>
<td>6</td>
<td>Day</td>
</tr>
<tr>
<td>7</td>
<td>Month</td>
</tr>
<tr>
<td>8</td>
<td>Duration</td>
</tr>
<tr>
<td>9</td>
<td>Pdays</td>
</tr>
</tbody>
</table>
For the accuracy of the selected attributes using the J48 algorithm there is an increase in accuracy of 0.05% of the results using all the features.

B. Classification Result Performance

After the relevant features are obtained the next process is to classify the three algorithms used by the validation method using 10-cross fold validation. From this test the following results were obtained:

Table 2. Comparative tables of the performance of three classifiers J48, Adaboost and Bagging

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>AUC</th>
<th>Pre</th>
</tr>
</thead>
<tbody>
<tr>
<td>J48FS</td>
<td>0.859</td>
<td>0.887</td>
<td>0</td>
</tr>
<tr>
<td>ADABOOST</td>
<td>0.835</td>
<td>0.904</td>
<td>0</td>
</tr>
</tbody>
</table>

If the results above are illustrated into the graph to facilitate the analysis, you will get a graph like the one below:

From the graph above it can be concluded that Bagging is the best classifier of this experiment then continued by Adaboost and finally J48. Adaboost on this test gets better results than J48 where in previous tests many testing parameters did not get better results than J48.

From the results of all experiments conducted it can be summarized that the selection of the right features can improve performance which can be seen by using the Wrapper Subset Evaluation feature selection method resulting in nine relevant features where for accuracy values obtain an increase of 0.05% of the dataset using all features. Such an increase is not significant but will at least affect the classification process.

Three data mining classification methods are carried out including J48, Adaboost and Bagging. For Bagging accuracy values get the highest results with 86.6% followed by J48 by 85.9% and the lowest results obtained by Adaboost by 83.5%. For AUC values, return Bagging gets the highest score of 91.8% followed by Adaboost of 90.4% while the lowest yield is J48 with a value of 88.7%. For F-Measure, Bagging returned to get the highest result of 0.862 then continued with J48 of 0.852. As for the lowest yield produced by Adaboost of 0.835. ROC graph analysis also shows Bagging is the best classifier among the three methods tested. From the graph it can be seen that the ROC Bagging graphs get the smallest euclidean distance from (0.1) followed by Adaboost and finally J48.

D. Analysis of Experiment Result

1. Data Balancing Effect on Classification Performance

The problem of unbalanced data classification is seen when the number of elements in one class is much smaller than the number of elements in another class [9]. If no balance is performed, most machine learning algorithms will predict the dominant class [10]. Can be seen in the dataset used in this study shows that the dataset is not balanced with respect to the class label under study. The majority of the records used in this study, 88%, belong to the "No" class and to the "Yes" class to 12%. In this case relating to customers buying deposits or not.

To prove this, two tests were conducted, where the first test performed a classification using a unified balanced dataset. Whereas the second test uses a dataset that has been balanced with the Random Under Sampling Technique. For the classification algorithm used Bagging with J48 base classifiers J48, Adaboost and Bagging.
classifier, the results of the experiment can be seen from the following table.

Table 3. Comparative table of performance results between balance and un-balance dataset

<table>
<thead>
<tr>
<th>Un-Balance Dataset</th>
<th>Accuracy 90.17%</th>
<th>Balance Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confusion Matrix</td>
<td>Classified As</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Un-Balance Dataset

<table>
<thead>
<tr>
<th>Class</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>0.516</td>
<td>0.933</td>
<td>0.957</td>
</tr>
<tr>
<td>Yes</td>
<td>0.043</td>
<td>0.500</td>
<td>0.454</td>
</tr>
</tbody>
</table>

It can be seen in the above table that the accuracy value of the unbalanced dataset is higher than the balance dataset of 90.17% compared to 86.65%, but this accuracy does not mean that the classifier shows good performance. We can see in the FP value of the Precision and Recall values, the unbalanced dataset only stands out in one class, the "No" class, while for the "Yes" class, the score is not good.

It is different when compared to a balanced dataset even though the resulting values are not very good, but for the FP Rate, Precision and Recall for each class, the values are almost as good. Therefore based on the results of the analysis of the experiments carried out prove that balancing data can produce good performance for the classification algorithm used.

2. Adaboost Analysis which result in poor performance

According to research conducted by Jeevani Wickramaratna, Sean Holden, and Bernard Buxton in a study entitled "Performance Degradation In Boosting" in 2001, Adaboost was optimally productive when the base classifier used was classified as quite weak (Weak Learner). And usually it will be unproductive or counterproductive to improve the performance of a strong base classifier (Strong Learner) [11]. The J48 algorithm used in this study is included as a strong base classifier (Strong Learner), because the test results show good accuracy results so that Adaboost is not appropriate to use.

To prove that Adaboost provides optimal performance results on weak classifiers, two trials are conducted to test the same dataset (Bank Marketing - UCI) but by using the weak classifier Decision Stump and Naïve Bayes as base learners for Adaboost and Bagging. For the results of both experiments can be seen in the following table:

Table 4. Comparative table of performance results between Adaboost and Bagging using the weak classifier Naïve Bayes and Decision Stump

In the test table 1, which uses Naïve Bayes as its basic algorithm, Adaboost can increase the accuracy of its basic algorithm by 2% while Bagging drops by 0.01% from Naïve Bayes. For the value of Precision, Recall, and AUC Adaboost also obtained the best results from the other two algorithms.

Furthermore, for the test table 2, which uses Decision Stump as the basic algorithm, Adaboost can increase the accuracy of the basic algorithm by 5.81%. While Bagging is only able to increase accuracy by 0.09%. For other values such as Precision, Recall, and AUC, Adaboost also gets the best results from all three.

From the results of these two tests, it can be concluded that Adaboost can improve the performance of a base classifier that is classified as weak classifier or weak learner. The weaker the performance produced by a classifier, the better the performance of Adaboost to improve the performance of its base classifier. Returning to previous research where the J48 algorithm gets high performance results and is classified as a strong learner, Adaboost is not appropriate to be applied because the results will not be optimal.

V. CONCLUSION AND SUGGESTION

From the stages of experimentation and testing in this study there are a number of things that can be concluded, including the following:

1. Data balancing at the pre-processing stage needs to be done to avoid the classifier only leaning to one particular class
2. The use of Feature selection can be done to improve classification performance. In this study, it was proven that feature selection can improve accuracy, although not significantly.
3. In this study Bagging algorithm gets the highest performance evaluation results with an accuracy of 86.6% followed by J48 of 85.9% and the lowest results obtained by Adaboost by 83.5%. For the AUC value, Bagging again gets the highest value of 91, 8% followed by Adaboost at 90.4% while the lowest yield was obtained by J48 with a value of 88.7%. ROC graph analysis also shows Bagging is the best classifier among the three methods tested. From the graph it can be seen that the ROC Bagging graph gets the smallest euclidean distance from (0.1) followed by Adaboost and finally J48.
4. The Adaboost method in this study is not appropriate to use because the J48 algorithm used as a base classifier is included in the strong learner. Adaboost is optimally productive when the base classifier used is relatively weak (Weak Learner). And usually it will not be productive or counterproductive to improve the performance of a strong base classifier (Strong Learner). This is evidenced by 2 experiments conducted with Decision Stump and Naïve Bayes as the base classifier, Adaboost can provide optimal results compared to Bagging.

Based on the conclusion points of the results of the study described earlier, then there are some recommendations that are recommended for further research studies:

1. Use of different feature selection methods. The feature selection method has been proven to provide improved performance, but for the Wrapper Subset Evaluation feature selection method, the performance obtained does not provide significant results, so it is necessary to try using other feature selection methods such as Correlation-Based Feature Selection.

2. Using a boosting algorithm with J48 as a base classifier does not give good results because J48 is a strong learner and Adaboost does not give good results. Bagging is the right algorithm for this situation. For further research it is necessary to analyze the appropriate classification algorithm so that it can be used with Adaboost.
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