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ABSTRACT: 
In each year each school will submit an individual report about its school to the Education Authorities, which also 
contains the lowest and highest national exam results, also the average score of all students who took the exam. 
Because there are so many junior high schools and the equivalent in the city of Surabaya, of course we will find it 
difficult to find which school gets good national exam scores from the four subjects tested. From the test, the resulting 
K-Means is one of the basic algorithms for forming clusters and can be applied to the Classification of Junior High 
Schools (SMP) and the equivalent based on the average national exam results. Clustering using the K-Means algorithm 
has a fairly good ability in the classification based on the average school exam results. Where in detection, and by 
input parameters such as threshold. Designing a new system of classifying schools can assist agencies in classifying 
schools based on average national exam scores. By using K mean clustering, we can classify into several groups based 
on the existing parameters. 
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1.  Introduction 
The role of computers is increasingly in people's lives. Almost all areas of life have used computers as tools. 
It is hoped that in its development, the benefits of computers can be immediately felt by the community. 
One of the groups of society that uses it a lot is students or people who are in the sphere of education. 
Junior high school education (SMP) and the equivalent are the level of basic education in formal education 
which has a major role in the continuation of the subsequent educational process. For junior high school 
students who want to continue their education to a higher level, students must take the National Examination 
(UN) which is held simultaneously throughout Indonesia. From the results of the national exam, it will 
determine whether or not a student from junior high school will graduate. Each year each school will submit 
an individual report about its school to the Education Authorities, which also contains the lowest and highest 
national exam results and the average score of all students who took the exam. Because of the large number 
of junior high schools and their equivalents in the city of Surabaya, of course we will find it difficult to find 
which schools get good national exam scores from the four subjects tested. Therefore, the author will create 
a program that can classify which schools get good and less good test scores based on the average score of 
the national exam results. 
K-means is an algorithm for classifying or grouping objects based on certain parameters into a number of 
groups, so that it can run faster than hierarchical clustering (if k is small) with a large number of variables 
and produce tighter clusters, according to (Abidin, 2009). With this application, we hope to facilitate the 
process of grouping schools based on the average national exam results. 
Therefore, we want to classify the scores of the junior high school national exams in Surabaya with the K-
Means clustering method which can classify easily and quickly. 
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For our problem scope, we have 3 points that the data parameters in this Final Project are Mathematics 
Subject, Bahasa Indonesia, Bahasa English, and IPA (Natural Sciences), the clustering process is based on 
early 2019 data, the method used is K-Means. 
For our problem formulation, we will use Application of the K-Means Algorithm to school data clustering 
and how to classify Junior High Schools and their equivalents based on the average National Examination 
results. 
K-means clustering has also been used by some people to group a very large amount of data. For example, 
(Umran, M., & Abidin, T. F. 2009) document grouping using K-Means and singular value decomposition. 
From the data using K-Means Clustering, we get a terms-document matrix A measuring 48,512 x 30,000. 
(Ade Bastian, Harun Sujadi, dan Gigin Febrianto. 2018), Application of k-means clustering analysis 
algorithm in disease transmitted to humans, the results of the K-means clustering are grouped into 6 groups 
of diseases. (Baginda Harahap, 2019), Application of K-Means Algorithm to Determine Building Materials 
Laris (Case Study at UD. Toko Bangunan YD Indarung. The result of this K-Means clustering is to group 
the names of building materials based on the number of sales. 

1. Method 
1.1. The k-means algorithm 
of similarity to members of other clusters is very low. The similarity of members to the cluster is measured 
by the proximity of the object to the mean value of the cluster or can be referred to as the centroid cluster 
or center of mass (Widyawati, 2010). The following is the distance measurement formula according to 
(Milde, J. T., 2008): 

                                                                            𝑑(",$) =	‖𝑥 − 𝑦‖& = [∑'()* (𝑋( − 𝑌()&]*/&  (1) 

Where d is document point; x is record data, and y is centroid data. 
The shortest distance between the centroid and the document determines the position of the document 
cluster. For example, document A has the shortest distance to centroid 1 compared to the others, then 
document A enters group 1. Recalculate the position of the new centroid for each centroid (Ci..j) by taking 
the average of the documents that enter the cluster. early (Gi..j). Iteration is carried out continuously until 
the position of the group does not change. The iteration formula is defined as follows: 

                                                                                       𝐶(𝑖) = "!	-	""	-	...
/"

 (2) 

Where x1 is value of first record data, x2 is value of second record data, and ∑x is sum of record data. 
K-Means is a partitional clustering algorithm that divides a set of data objects into subsets (clusters) that do 
not overlap, so that each data object is exactly in one cluster. The partitional-clustering strategy that is most 
often used is based on the square error criterion. In general, the objective of the square error criterion is to 
obtain a partition (fixed number of clusters) that minimizes the total square error. 

1.2. Procedure of K-means algorithm 
There are the steps in processing the K-means algorithm: (Larose, 2005): 
First, determine the number of k clusters you want. Second, Initialize to determine the center of the 
cluster. Third, for each row, find the closest cluster center. To calculate the distance between the data and 
the center of the cluster, the formula is used Distance Euclidean: 

𝐷(𝑋( , 𝑀0) = [∑1()* (𝑋(2 −𝑀02)& ]*/& (3) 

When Xi is the data, Mk is the centroid of each cluster and p is the number of criteria. 
Fourth, determine the group based on the shortest distance. Fifth, For each k cluster, find the centroid 
(means) of the cluster and update the location of the cluster center into the new centroid values. When Mk 
is the new mean, Nk is the number of patterns in the k cluster, and Xjk is the number 1 pattern of the k 
sequence that belongs to the cluster. Sixth, repeat steps 3 to 5 until the iteration value or tolerance value 
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(the difference between the old and new M allowed to stop the algorithm) is determined or there is still data 
moving. 
 
1.3. Advantages and Disadvantages of K-Means Method 
The advantages of K-Means clustering are easy to implement and run, the time needed to carry out this 
learning is relatively fast, adaptable, commonly used. Beside that, the disadvantages of K-Means clustering 
are perfectly matches the initial selection of centroids, it is not clear that how many cluster K is best, only 
works on numeric attributes. 

2. System Design 

 
 
 

Figure 1. System Design K-Means 
 

In collecting of data, data of average test results are taken from data from each junior high school and its 
equivalent in the city of Surabaya. In determine the parameters, we determining the parameter is taken from 
the average subjects tested in the National Examination, there are Mathematics, Natural Sciences, 
Indonesian, and English. In determine the number of k, we determining the number of k can be determined 
by the elbow method and the silhouette method to obtain the optimal number of k to cluster this data. In 
calculation of K-Means, K-Means calculation starts from determining the centroid point for each cluster 
and calculating the euclidean distance between the centroid points with all data. Then, find the shortest 
distance between the data and all existing centroids and enter the cluster with the shortest distance. After 
that, the clustering is repeated until there is no change in the cluster. In clustering result, the results of 
clustering are the results of class determination for each data, where each data will enter the class with the 
shortest euclidean distance from the euclidean distance to other centroid points. 

3. Result and Discussion 
3.1. Data Testing 
The data to be processed is the 2019 National Exam data for junior high school students in Surabaya, with 
a total of 319 data. Data processing was performed using RStudio. The first thing to do is to prepare and 
present the data (table 1) that we will use, namely "Group2-data.csv". Complete data is listed in the 
attachment section. 
As we can see, to do simple K-Means clustering in R we need some packages such as, "ggplot2" to plot our 
cluster data, "factoextra" is to run the elbow method and silhouette method, and "kableExtra" is used to 
present the results. the end becomes a neat table. The "leaflet" package will be used to create a data 
distribution map, and "dplyr" is activated to use functions such as tables to calculate the amount of data and 
also the mutate function for adding data columns with the application of formulas. Display data that has 
been presented into a data-frame in R, see Table 2: 
We also do data scaling. This will be of great help in getting good quality results from the K-Means 
grouping when we have different unit types. The results of the data that have gone through the data 
scaling process can be seen in the following figure.  

Determine the 
Number of K 

Calculation 
of K-Means 

Collecting of 
Data 

Determine the 
Parameters 

Clustering 
Result 
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Table 1. Display of Data Frame in R 
N
O CODE SCHOOL NPSN STATU

S 

 
STUDENT
S 

INDONESI
A 
LANGUAG
E 

 
INGGRI
S 

MATHEMATIC
S 

SCIENC
E 

AVERAG
E LAT iN 

1 501000
1 

SMP NEGERI 1 
SURABAYA 

2053261
3 N 

 
351 91.28 

 
94.34 96.42 92.03 93.52 

-
7.25728643

9 
112.747683 

2 501000
2 

SMP NEGERI 41 
SURABAYA 

2053257
1 N 

 
329 75.3 

 
52.18 54.47 56.16 59.53 

-
7.24164505

9 
112.750885 

3 501000
4 

SMP NEGERI 2 
SURABAYA 

2053255
9 N 

 
331 85.63 

 
77.56 85.57 78.16 81.73 

-
7.24253670

3 

112.735983
5 

4 501000
6 

SMP NEGERI 3 
SURABAYA 

2053254
7 N 

 
303 87.78 

 
84.1 90.71 83.84 86.61 

-
7.25626270

9 
112.736133 

5 501000
8 

SMP WACHID 
HASYIM 4 
SURABAYA 

2053259
2 S 

 
108 58.39 

 
41.96 37.62 39.95 44.48 

-
7.24780474

4 

112.736811
7 

6 501000
9 

SMP 
MUHAMMADIYAH 
7 

2053253
2 S 

 
43 65.53 

 
44.33 39.13 44.53 48.38 -

7.24325373 
112.726107

4 

7 501001
0 SMP PGRI 29 2053246

8 S 
 

12 49 
 

37.5 35.63 32.29 38.61 
-

7.25249467
4 

112.739152 

 
 
 
 
 
 
 
 
 
 
 

Figure 2. The Result of Data Scaling Process in R 
 

3.2. Process of Clustering Data 
First of all, we will determine the number of clusters using the elbow method and the silhouette method. 
Here, we can see that it is difficult or ambiguous to determine the elbow, whether k = 2 or k = 3. So, we're 
going to do the silhouette method and compare the results.  The silhouette method suggests using K = 2. So 
by comparing the 2 results, we decided to use 2 clusters. 
The 
 
 
 
 
 

 
 
 
 

Figure 3. Chart of Elbow Method 
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Figure 4. Chart of Silhouette Method 
 
next step is process of clustering. In the K-Means function, "center" is the number of clusters (number of 
centroids) we want to use in the clustering process, "iter.max" is the maximum iteration in clustering, and 
"nstart" is the amount of data we will use to select the centroid. The clustering results will be added to our 
main data to a new column "Cluster". The character of each cluster can be identified by looking at the 
comparison between centroids. Centroid will type by typing "Data.scaled.clustering" in the console. 
Display on console: 
 
3.3. The Result of Data Clustering 
The next thing to do is plot our data with the cluster results. In the plot we use the number of participants 
as the x-axis and the mean of the values as the y-axis. The points of the scatter plot are distinguished based 
on the shape of each group and the color of the dots is differentiated by cluster. "stat_ellipse" helps us plot 
the area of each cluster. "Alpha" to measure the transparency of the area and "level" to measure the radius 
of the area, while "geom" in the stat_ellipse is to set the geometric object to be used and displayed. The plot 
image is as follows. 

Figure 5. Plot of the average score of the Surabaya City National Examination 

Based on the plot results above, it can be seen that cluster 1 has a wider elliptical area, besides that the 
location is higher than cluster 2. Through this, it can be said that in general the average national examination 
score for schools included in cluster 1 is higher than the schools included in cluster 2. The wider area of 
ellipse cluster 1 can also provide the information that schools in cluster 1 have a wider range of test takers 
than cluster 2. 
Next, we will summarize, and display the results of our final grouping. The KableExtra package is here 
used to create a table for our output. The "kable" function creates a clean and simple table for our output, 
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while "kable_styling" is for editing our table, adjusting alignment, and formatting the table. The final 
display of grouping using K-Means in RStudio can be seen in the following figure. 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 6. Table Final Result of Clustering 
Then by using the table function, we will calculate the data in each cluster and enter the count results 
using the for loop into the data frame which will be made into a neat table using kable as in the previous 
section. 
This table below displays the results of calculating the amount of data for each cluster. 

Figure 7. Table of Results of Calculating the Amount of data per Cluster 

Next, we will create a bar plot to compare the average values of national examination in cluster 1 and cluster 
2. 
Before starting to plot, we need to create a new data frame that contains the average of the average national 
examination scores for each school in each cluster. To create a bar plot, the ggplot function can be used 
with the cluster as the x-axis and the average of the UN mean values as the y-axis. If our y-axis is not 
frequency, then we have to use the stat = "Identity" command in the geom_bar function so that we can 
assign values to the y-axis. 

Figure 8. Bar plot of Average Value of National Examination from each Cluster 
To get deeper information from the clustering results, then we will then make a map of the distribution of 
cluster 1 and cluster 2 data. 
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We can create maps with available data using the leaflet library. By using the leaflet function, we will enter 
the final data that has been divided into each cluster. The "addTiles" function is used to create a map base 
which will later be applied with the data that has been entered. Meanwhile, the "addCircleMarkers" function 
is used to apply data that has been entered into the map. "Lng" is a part for longitude data and "lat" for 
latitude data, used to display coordinates on the map. "Color" is used to color each coordinate on the map, 
"radius" for the number of radius markers of the coordinates, while "popup" is used to display the interface 
display area that will appear when the coordinates are clicked or pressed. The "addLegend" function is used 
to add a description or a legend to the map. The final view of the data distribution map is as follows. 

Figure 9. Map of the Distribution of Surabaya City Junior High Schools According to Clusters 

Based on the results of the distribution of data on the map above, the distribution of school locations 
including cluster 1 and cluster 2 does not appear to be specifically collected in an area, only at a few points 
but is quite evenly distributed throughout the city of Surabaya. However, if you pay attention to the number 
of clusters and the position of their distribution in areas far from the capital, cluster 2 has more numbers 
than cluster 1. 

4. Conclusion 
After clustering, analysing, and testing data using the K-Means method, the following conclusions are 
obtained: 
K-Means is one of the basic algorithms for grouping data that can be used and applied in grouping data on 
the results of the National Examination, especially for the data that has been used, namely the National 
Exam data for junior high school students in Surabaya in 2019. 
The K-Means method has a fairly good ability in terms of data grouping or data classification based on the 
characteristics of the centroid (cluster centre) which is influenced by input parameters. 
Data grouping using the K-Means method can draw a lot of information from a data set, for example, as in 
the data used previously, it can be seen that from the results of the National Examination for junior high 
school students in Surabaya, we can find out which school groups with average National Exam scores are 
high and low, as well as knowing the distribution of data in the area. 
K-Means can help agencies in the school classification process based on the average National Examination 
results. 
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