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Abstract  

The use of computer programming provides accurate and speedy analyses of structural systems. The accuracy 

and the speed of the analysis are due to the novelty of the computer, i.e., the speed in storing and retrieving large size 

of data, and the speed and the accuracy in the numerical computation. However, in old days, due to the limited 

storage capacities of old generations of the computers, and the use of limited main frame computers, used by so 

many parties, the efficient use of computer memory became an important issue. Moreover, the use of rented base of 

computer time necessitated the efficient use of computer run time. The paper discusses the efforts to efficiently use 

the computer memory and computer run times. These issues seem to remain important issues, even though to date, 

the tendency is to use of personal computers and laptops instead the use of rented main frame computers. 
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1. Introduction  

The structural analyses involve formulation of the problem, casting the analysis in a well-defined mathematical 

formulation that often needs some computational tool to carry out the numerical computation. If the size of the problem is 

relatively small, then the use of early generations of computational tools might still be appropriate. However, if the size of the 

analysis becomes quite large, and the absence of a more sophisticated computational tools, the practitioners may resort to the 

use of simple computational tools with coarse assumptions and simplifications to render the problem into a more simplified 

and small-scale analysis.     

The introduction of computers in early 1950s, combined with the casting of the analysis in matrix format started in 1960s 

[1], that particularly in tune with the use of the computers, created significant impacts on the structural analysis, in terms of the 

speed and the accuracy of the computations. Since then, the application of the matrix method in the analysis of structures has 

been developed significantly [2-6]. The impacts also include the possibility of solving large scale of structural analyses. 

Say for example, to deal with the analysis of a 3D multi story building with 1 story, 10 columns in one direction and 10 

lines in perpendicular direction. In 3D system, the total nodal degrees of freedom become 10 x 10 x 10 x 6 = 6000 that leads to 

a 6000 x 6000 structural stiffness matrix. Even the use of a super-computer may not help the problem in storing such an 

extremely large matrix, not yet to mention the problem in the computational task. In this case, an efficient use of storage 

scheme od data, becomes very important issue. The storage scheme later will have impact in the formulation and the solution 

methods of the analysis. 
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2. The Storage Scheme in the Computer Memory 

2.1 The stack of computer memory 

So simple as it may sound, the system of storing data in the memory of computer, creates very significant effects on the 

analysis formulation and the method of solution.  To give a clear picture, consider a two-dimensional matrix,  

                                                               [𝐴] = [𝑎11 𝑎12 𝑎13𝑎21 𝑎22 𝑎23𝑎31 𝑎32 𝑎33]                                                              (1) 

However, the two-dimensional matrix is only for the eyes of the practitioner. In memory, the computer will stack the matrix 

members in line, or vector, column by column, as shown below, 

                                           {𝐴} = {𝑎11 𝑎21 𝑎31 𝑎12 𝑎22 𝑎32 𝑎13 𝑎23 𝑎33}                       (2) 

 

Hence, members in a row are apart from each other, and the members in a column are close to each other. 

2.2 The effect of the storage scheme on analysis formulation 

To demonstrate the effect of this novel property of the storage scheme of data in computers, let us consider a space frame. 

The structure consists of several bar elements, beam elements, and columns. The number of the nodal degrees of freedom of 

the element is denoted by NDNL, the total nodes of element is denoted by NOEL, and the total degrees of freedom of structural 

node is denoted by NDNT.  So, the total degrees of freedom of an element is NDEL = NDNL x NOEL. The total elements is 

denoted by NELT, the total nodes of the structure is NODT, and the total degrees of the structure is NDOS.  

Now, element equilibrium equation is in the form, 

                                                                               [𝑘]{𝑢} = {𝑝}                                                                   (3)  

in which, the size of stiffness matrix  [𝑘] of the element is NDEL x NDEL, the element displacement vector {𝑢} is NDEL x 1, 

and the element load vector {𝑝} is NDEL x 1. The rotation matrix [𝑅] connecting element displacement vector {𝑢} in local 

coordinates and the element displacement vector {𝑈}  in global coordinates,  

                                                                               {𝑢} = [𝑅]{𝑈}                                                                  (4)  

has the sizes of NROW x NCOL, in which NROW = NDNL x NOEL and NCOL = NDNT x NOEL. The sizes of elements 

matrices and vectors are shown in Table 1. 

Table 1 Sizes of element stiffness matrix, vectors and rotation 

Element NDNL NOEL NDEL NROW NCOL 

bar 1 2 2 2 12 

beam 3 2 6 6 12 

grid 3 2 6 6 12 

column 5 2 10 10 12 

 

 The effort to closely modeling the real structure by discrete model, force us to use several types of elements with different 

sizes of stiffness matrix, displacement vector, force vector and especially rotation matrix. To cope with this situation, several 

options may be used. However, if one opts to make analysis formulation simpler, he will use the maximum sizes, i.e., NDEL = 

10, NROW = 10 and NCOL = 12. The effect on this choice on column element is moderate, but more severe on bar element. 

For bar element, for example, the multiplication of [𝑘][𝑅] will give  

                                                                                      [𝑘][𝑅]                                                                    (5) 

in which the size of [𝑘] is 10 x10 and the size of  [𝑅] is also 10 x 10. However, the two matrices are quite sparse and time 

consuming and costly to operate. It is seen that the matrix multiplication process is quite simple but multiplying two quite 
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sparse matrices. The effort to remedy this problematic matter will be shown in next chapter. 

2.3 Sparseness of stiffness matrix 

To demonstrate this matter, let us consider a space frame shown in Fig. 1.  The total elements are NELS = 15, the total 

NODT=12. By assuming that the stiffness matrix of an element in densely populated, then, the contribution of the element 

stiffness to global stiffness is limited by the maximum differences of the smallest and the largest number of degrees of 

freedoms in the element, it is called the bandwidth. The bandwidths of the elements are tabulated in Table 2. The maximum 

bandwidth of the structures is then MBAN = 14 given by element 7, 11 and 12. The outlook of the global stiffness of the space 

frame is shown in Fig. 2.  

 
Fig. 1 Space frame 

 

 
Fig. 2 Profile of stiffness matrix 

 

It is clear that the stiffness matrix members beyond the bandwidth line are all zeroes, but they are still stored and manipulated. 

The remedy to this inefficiency is given in the next chapter. 
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Table 2 Bandwidth scheme of the global stiffness matrix 

Element Min dof Max dof Bandwidth 

1 1 5 4 

2 1 10 9 

3 6 10 4 

4 6 10 4 

5 11 16 4 

6 10 20 9 

7 6 20 14 

8 11 15 4 

9 16 20 4 

10 21 25 4 

11 11 25 14 

12 16 30 14 

13 21 25 4 

14 21 30 9 

15 26 30 4 

3. Efficiency in Structural Analysis 

The effort to achieve the efficiency in using the aid of computer in structural analysis is provided in two cases, i.e., the use 

of variable dimension of the matrices and the storage scheme of the global stiffness of the structure.  

3.1 Variable dimension of arrays 

Using variable dimensions of the elements, condense the matrix and minimize computational efforts. The variable 

dimensions of the arrays are shown in Table 3. 

Table 3 Variable dimensions of arrays 

Element Type (I) NDEL(I) NROW(I) NCOL(I) 

bar 1 2 2 10 

beam  2 6 6 10 

grid 3 6 6 10 

column 4 10 10 10 

 

For example, the post multiplication of element stiffness of bar with rotation matrix becomes in a more condensed feature like 

in the following.  

                             [𝑘][𝑅] = [𝑘11 𝑘22𝑘21 𝑘22] [𝑟11 𝑟12 𝑟13 𝑟26 𝑟27 𝑟28 ]          (6) 

 

For demonstration, suppose a main program named SPAFRAM assigns a subroutine named ELSTIFF to compute the above 

post multiplication.  The code is shown in Fig. 3. 

                  PROGRAM SPAFRAM  

                 . 

                CALL ELSTIFF(…,STE,ROT, NDEL(LTYP(I)),NROWLTYP(I)), NCOL(LTYP(I)),….) 
               . 

              .  

             SUBROTINE ELSTIFF(…,STE,ROT,NDE,NRO,NCO,….) 
             REAL*8 STE(NDE,*),ROT(NDE,*),… 

            . 

           DO 30 I=1,NDE 

           DO 20 K=1,NCO 

                       SUM=0.0 

           DO 10 J=1,NDE 
                    SUM=SUM+STE(I,J)*ROT(J,K) 

       10 CONTINUE 

                   OPR(I,J)= SUM 

      20 CONTINUE 

      30 CONTINUE 

Fig. 3 Variable dimension of array 
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3.2 Partial storage of global stiffness matrix 

In the preceding discussion it is pointed out that using a discrete model in representing a real structure in the analysis, the 

total degrees of freedom of structure may become large. Storing all members of the stiffness matrix may consume a large 

portion of computer memory. The process run may become relatively time consuming. So, the tendency is to try to store only 

zero members, in the starting time and along the time of execution. 

Concerning the case stated above, utilize the properties of the stiffness matrix. First, in the analysis of the linearly elastic 

structures, the stiffness matrix is symmetric. Secondly, there are the limits beyond which all members of the stiffness matrix 

are zero before, along and after the execution time. Zero members are excluded out of the computer storage. 

3.2.1 Bandwidth scheme of the storing  

Return to the space frame already given in Fig. 1 with the profile of the stiffness matrix shown in Fig. 2.  Zero members 

beyond the upper band limit and below the lower band limit are not stored in the computer memory, leaving a skew stiffness 

matrix. See Fig. 2 as an explanation. The remaining skew stiffness matrix is made rectangular by translating the members, 

                                                           𝑘(𝑖, 𝑗) → 𝑘′(𝑗 − 𝑖 + 1)                                                               (6) 

3.2.2 Sky – line scheme 

Return back to the stiffness profile in Fig. 2. In fact, not all of the bandwidth of all columns are the same but vary so as to 

make a sky-line limit as shown in the figure. The column height is called COLH, and the location of the main diagonal 

members are called LOCA. All of the members are stored in a row. The location of the main diagonal members are given by 

                                                 𝐿𝑂𝐶𝐴(𝐼 + 1) = 𝐿𝑂𝐶𝐴(𝐼) + 𝐶𝑂𝐿𝐻(𝐼);   𝐿𝑂𝐶𝐴(1) = 1                              (7) 

and the location of the member is then given by 

                                                                          𝑘(𝑖, 𝑗) → 𝑘′(𝑙𝑜𝑐𝑎(𝑖), 𝑖 − 𝑗))                                                       (8) 

The storage and the execution of the stiffness matrix is more cumbersome in the case of sky-line scheme that the case of 

bandwidth scheme. Hence, the bandwidth scheme is more attractable and more often applied by the practitioners.  

3.3 Numbering sequence of the nodes 

If applying the bandwidth scheme in the storage system of the stiffness matrix, should pay attention so as to minimize the 

bandwidth of the matrix. To manage to do this by minimizing the difference between the largest and the smallest numbers of 

the element degrees of freedom. This can be done minimizing the numbering of the nodes of the element. Since the numbering 

of the nodal degrees of freedom follows the numbering of the nodes, this can be done by numbering the nodes in the direction 

of the shorter plan of the structure.  

4. Example of the Application 

As the examples of the application, in this chapter several structural cases are presented. One example shows the 

efficiency effect of applying the variable dimension of the arrays. One representing the efficiency effect due to the application 

of the bandwidth storing scheme. The last example demonstrated the effect of the numbering sequencing of the nodes. All of 

the examples are incorporated in one structure, that already given in the preceding chapter. A computer package program, 

written in Fortran high level language, has been developed for the use in that analysis of space framed structural systems.  
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4.1 Effect of variable arrays 

For an example, introduce the use of variable dimension of arrays in the case of multiplication of stiffness matrix and 

rotation matrix of a bar element, 

                                                                                      [𝑘][𝑅]                                                                    (9) 

If using the fixed maximum dimension of stiffness and rotation arrays, then NDEL = 10, NROW = 10 and NCOL = 12. The 

size of bar stiffness matrix is 10 x 10, and the size of the rotation matrix is also 10 x 10, 

                                               [𝑘] =
[  
   
   
 𝑘11 𝑘16

𝑘61 𝑘66
]  
   
   
 
                                   (10) 

and  

                                            [𝑅] =
[  
   
   
 𝑟11 𝑟12 𝑟13

𝑟66 𝑟67 𝑟68
]  
   
   
 
                                   (11) 

in which unfilled member locations are zero. The multiplication process involves 10 x 10 x 10 = 1000 calculations. 

On the other hand, if using variable dimension, the size of the stiffness matrix is 2 x 2 and the size of the rotation matrix is 2 x 

10, and the multiplication of the two matrices becomes 

                           [𝑘][𝑅] = [𝑘11 𝑘22𝑘21 𝑘22] [𝑟11 𝑟12 𝑟13 𝑟26 𝑟27 𝑟28 ]                         (12) 

The multiplication process involves only 2 x 2 x 10 = 40 calculations. Therefore, just from a element alone, the saving due to 

the use of variable dimension of arrays reduces the computation run time and cost significantly. 

4.2 Effect of the use of bandwidth scheme in the storing of the stiffness matrix 

In the example already given in the preceding discussion, the total degrees of the structure is NDOS = 30, and the 

bandwidth MBAN = 14. The process involving concerning the stiffness matrix consists of lower triangulation and 

diagonalization processes.  

For fully stored stiffness matrix, the triangulation process involves NDOS x [NDOS x (NDOS+1)/2] x [NDOS x 

(NDOS+1)/2] = 6,486,750 calculations, whereas the use of bandwidth scheme involves only NDOS x [NDOS x (NDOS+1)/2] 

x MBA = 195,300 calculations. Therefore, the use of bandwidth scheme, reduces the calculations as much as [(6,486,750 – 

195,300) : 6,486,750] x 100% = 97%.  
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4.3 Effect of the numbering sequence of the nodes 

It has been pointed out that the size of the bandwidth depends on the numbering sequence of the nodes, it does not depend 

on the numbering of the elements.  For the example, again recall the preceding structure, numbering the nodes in two ways. 

One is the numbering in X – direction, and another in Y – direction. See Table 4 and 5 as an explanation.  

Table 4 Bandwidth, numbering in X-direction 

Element Min dof Max dof Bandwidth 

1 1 5 4 

2 1 10 9 

3 6 10 4 

4 6 10 4 

5 11 16 4 

6 10 20 9 

7 6 20 14 

8 11 15 4 

9 16 20 4 

10 21 25 4 

11 11 25 14 

12 16 30 14 

13 21 25 4 

14 21 30 9 

15 26 30 4 

 

 

Table 5 Bandwidth, numbering in Y-direction 

Element Min dof Max dof Bandwidth 

1 1 5 4 

2 1 20 19 

3 16 20 4 

4 6 10 4 

5 1 10 9 

6 16 25 9 

7 6 10 4 

8 6 25 19 

9 21 25 4 

10 11 15 4 

11 6 15 9 

12 21 30 9 

13 11 15 4 

14 11 30 19 

15 26 30 4 

 

The first numbering scheme results in MBA = 14 and the second scheme results in MBA = 19.  The first scheme involves 

NDOS x [NDOS x (NDOS+1)/2] x MBA = 195,300 calculations, while the second scheme involves NDOS x [NDOS x 

(NDOS+1)/2] x 19 = 2,650,500 calculations. The reduction is [(265,050 – 195,300)/265,050] x 100% = 26%. The most 

efficient scheme is the numbering in the direction of the shortest direction of the structural plan.  

5. Conclusions 

This paper has been discussed about the efficiency of the use of computer storage and the run time of the computer 

program in the analysis of the structures.  Based on the above discussion and examples of the application, several conclusions 

are derived as follows. The storage scheme of the arrays data in the computer memory, affects the efficiency of the computer 

execution by the computer. 
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 The use of variable dimension of the arrays in the computer program significantly reduces the memory allocation and 

the run time of computer. 

 The use of bandwidth and sky-line scheme in storing stiffness matrix of the structure also significantly reduces the 

memory allocation and the run time of computer. 

 To make the bandwidth and hence to make the storage memory smaller and the execution time shorter, the numbering 

of the structural nodes may be carried out in the shortest direction of the structural plan.   
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