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Abstract— In this article, the Naïve Bayes Classifier is employed to detect fraud in automobile insurance. The 

Naïve Bayes classier is a simple probabilistic method based on the Bayes theorem. The data used in this article is 

determined from databricks.com which consists of 40 attributes and 1000 entries. The target attribute that will be 

predicted consists of two categories,” yes" or "no", which inform whether there is a fraud or not. The Data is split 

into training and testing with suitable proportions. Based on training data, the Naïve Bayes Classifier is applied to 

the testing data and returns the predictions data. Then, the prediction data is compared with the actual data to see 

the performance of the method. The result shows that the Naïve Bayes Classifier gives a good result to predict the 

insurance fraud with 78% accuracy, 67% precision, 3% of recall,  and  6% of F1 score  for “Yes”.  
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I. INTRODUCTION 

Automobile insurance is a contract between the Insured and the Insurance company which protects the Insured 

from financial loss in the event of accident or theft. The Insured agrees to pay some amount of money which is 

called a premium and in exchange, the Insurer company agrees to pay the Insured losses as written in an insurance 

policy. The Auto insurance provides coverage for several components. Those components are property which 

includes damage or theft, liability which includes legal responsibility to others for bodily injury or property 

damage, and medical which includes the cost for treating injuries, rehabilitation, lost wages, and even funeral 

expenses. According to Bodaghi et. al [1] insurance fraud is an illegal act that is done by either the seller of an 

Insurer or the Insured party of an insurance contract. Insurance fraud from the seller includes selling policies from 

non-existence companies, failing to submit premiums, and churning policies to create more commission. On the 

other hand, the fraud from the Insured party includes excessive claims, falsified medical history, post-dated 

policies, faked death or kidnapping, and murder. In this paper, we will focus on the fraud case which is done by 

the Insured party. Several studies about automobile insurance fraud are as follows. Bodaghi et.al in [1] studies 

fraud in automobile insurance using social network analysis, Caruana and Grech in [2] compared artificial Neural 

network technique and naïve Bayes classifier. They show that both classification techniques gave comparable 

results. Ghorbani et. al in [3] studies fraud in automobile insurance using a data mining based approach,  Liu et. al 

in [4] applies the evidential reasoning approach and data-driven inferential modelling to detect automobile 

insurance fraud, Majhi et. al in [5] use fuzzy clustering using salp swarm algorithm to detect fraud, Wang in [6] 

use leveraging deep learning with LDA-based text analytics to detect the fraud, and Nugroho in [7] use Naïve 

Bayes Classifier to predict the film rating. In this paper, we use Naïve Bayes Classifier since it gives a good result 

in detecting fraud in automobile insurance according to [2]. The data that we use is taken from Kaggle.com which 

is a public domain data where the source is unknown.  

The organization of this paper is given as follows. In section 2 the Naïve Bayes Classifier is explained. This section 

discusses how the method can be applied to perform the classification along with the assumptions therein. The 

application and result are discussed in section 3. Finally the conclusion and the possible future works in given in 

section 4. 

 

II. METHOD 

The presentation in this section is summarized from [8] and [9]. The Naïve Bayes Classifier is a probabilistic 

classifier based on the Bayes theorem. Let 𝑋 and 𝑌 be random variables of an event.  The conditional probability 

𝑃(𝑌|𝑋) calculates the probability of occurrence of event 𝑌 prior to the occurrence of event 𝑋. This probability is 

defined as 

 



11 

 

  𝑃(𝑌|𝑋) =
𝑃(𝑋∩𝑌)

𝑃(𝑋)
     (1) 

 

and the conditional probability 𝑃(𝑋|𝑌) is defined as  

 

   𝑃(𝑋|𝑌) =
𝑃(𝑋∩𝑌)

𝑃(𝑌)
  (2) 

 

By (1) and (2) we can express probability 𝑃(𝑋 ∩ 𝑌) in two ways that are  

 

𝑃(𝑋 ∩ 𝑌) = 𝑃(𝑋)𝑃(𝑌|𝑋)     (3) 

and  

 

       𝑃(𝑋 ∩ 𝑌) = 𝑃(𝑌)𝑃(𝑋|𝑌)                                                       (4) 

 

 Bayes theorem is used to revise previously calculated probabilities based on new information. Developed by 

Thomas Bayes in the eighteenth century. The Bayes theorem is an extension of previously learned about 

conditional probability. Suppose 𝑌 = {𝑌1, 𝑌2, … , 𝑌𝑛}  where 𝑌𝑘 ’s for 𝑘 = 1,2, … , 𝑛 are mutually exclusive and 

collectively exhaustive events which denote the classification classes and 𝑋 = {𝑋1, 𝑋2, … , 𝑋𝑛} be the attributes or 

variables that will be used for classifications. Now the equation (1) for 𝑌 = 𝑌𝑘 with fixed 𝑘, can be written as  

 

𝑃(𝑌𝑘|𝑋1, 𝑋2, 𝑋3 … 𝑋𝑛) =
𝑃(𝑌𝑘∩{𝑋1,𝑋2,𝑋3,…,𝑋𝑛})

𝑃(𝑋)
  

 

                         =
𝑃(𝑌𝑘) 𝑃({𝑋1,𝑋2,𝑋3,…,𝑋𝑛}|𝑌𝑘)

𝑃(𝑋)
   

 

=
𝑃(𝑌𝑘)𝑃(𝑋1|𝑌𝑘)𝑃(𝑋2|𝑌𝑘)𝑃(𝑋3|𝑌𝑘)…𝑃(𝑋𝑛|𝑌𝑘)

𝑃(𝑋1)𝑃(𝑋2)𝑃(𝑋3)…𝑃(𝑋𝑛)
   

 

where from line one to line two the eq. (4) is applied and from line two to line three the same approach is repeated. 

Because for each 𝑌𝑘 the denominator 𝑃(𝑋1)𝑃(𝑋2)𝑃(𝑋3) … 𝑃(𝑋𝑛) is fixed then this value can be omitted, therefore 

𝑃(𝑌𝑘|𝑋1, 𝑋2, … , 𝑋𝑛)  is proportional to 𝑃(𝑌𝑘)𝑃(𝑋1|𝑌𝑘)𝑃(𝑋2|𝑌𝑘)𝑃(𝑋3|𝑌𝑘) … 𝑃(𝑋𝑛|𝑌𝑘) . An entry with attributes 

𝑋1, 𝑋2, … , 𝑋𝑛 can be classified into class 𝑌𝑘 if  

 

𝑃(𝑌𝑘)𝑃(𝑋1|𝑌𝑘)𝑃(𝑋2|𝑌𝑘) … 𝑃(𝑋𝑛|𝑌𝑘) = max
𝑖=1,2,…,𝑛

{𝑃(𝑌𝑖)𝑃(𝑋1|𝑌𝑖)𝑃(𝑋2|𝑌𝑖) … 𝑃(𝑋𝑛|𝑌𝑖)}                             (5) 

 

The Naïve Bayes Classifier relies on two important assumptions.  First, there are no hidden or latent attributes. 

In other words, the set of features in 𝑋 is complete; Second, all attributes are independent of each other given the 

class, so that: 

 

𝑃(𝑋1, 𝑋2, … , 𝑋𝑛|𝑌𝑘) ≈ ∏ 𝑃(𝑋𝑖|𝑌𝑘)𝑛
𝑖=1  (6) 

 

This assumption reduces the number of parameters to be estimated. 

 

III. APPLICATION AND RESULTS 

In this section, the Naïve Bayes Classifier will be constructed. The data used in this paper are taken from 

databricks.com named insurance_claim.csv. The construction of the Naïve Bayes Classifier will involve three 

processes that are data observation, data pre-processing, and Classifier building and evaluation. Data observation 

is aimed to determine the independent variables 𝑿 and target variable 𝒀 and to observe the contains of the data 

which is known as data type.  Data pre-processing is aimed to examine whether there is missing data, inconsistency, 

non-numerical observation, and outlier data. This process will make sure that the data are ready to analyze that is 

by removing all the mentioned situations. The data are then divided into training and testing. The final step is to 

construct the Naïve Bayes Classifier and perform an evaluation. The classifier will be applied to training data and 

return the estimated claim data. The resulted data are then compared with the actual data to examine the Naïve 

Bayes Classifier performance. 

 

A. Data Observation 

The data is explored using python data analysis library or Pandas [10]. The data consist of 40 columns with 

1000 entries. The target column that will be predicted is labelled as fraud_reported which consists of “Yes” or 

“No” responses. In this column 24.7% reported “Yes” and 75.3% reported “No” and there is no missing data found 

in the whole entries of the columns. The list of attributes in this data is depicted in Figure 1. To avoid overfitting 
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several attributes are removed from the analysis. The reason of removing these attributes is due to the high variance 

of responses.  Too many attributes will confuse the classifications because of too many conditions that need to be 

satisfied. Other than that, incompatibility with the target attribute becomes another reason why these attributes are 

removed from the analysis. Now, there are 10 attributes left that will be used to build the Classifier. Those attributes 

are depicted in Figure 2. 

 

B. Data Pre-processing 

Among all attributes in Figure 2, the following conversion is performed. The entries in ‘Total_Claim_Amount’ 

attribute are converted into categorical data which consists of three categories. The data are divided into three equal 

parts and labeled as “1” if the data is greater than 66% of the data, labelled as “2” if the data is between 33% and 

66% of the data, and labelled “3” if the data is lower than 33% of the data. The same treatment is also applied for 

“Policy_Annual_Premium”, and “Age”. The other attributes are also converted into categorical data with a various 

number of categories that depend on the number of unique answers in each attribute. 

 

C. Classifier Building and Evaluation 

The Naïve Bayes Classifier is constructed based on categories in each attribute. The package used to build the 

Naïve Bayes Classifier is the Scikit-Learn Package with Gaussian Probabilities. The data are divided into training 

and testing with 70% for training and 30% for testing. The parameters that are used to test the classification result 

are Precision, recall, f1 score, and accuracy. To determine all the parameter values we need to compare the 

classification result with the actual result. The observations are recorded as True positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN). The True positive (TP) records the number of predicted “Yes” 

that agree with the actual “Yes” responses, the True Negative (TN) records the number of predicted “No” that 

agree with the actual “No” responses, the False Positive (FP) records the number of predicted “Yes” but actual 

responses is “No”, and False Negative (FN) records the number of predicted “No” but actual responses is “Yes”. 

In this observation we have TP = 2, TN = 233, FP = 64, and FN = 1. Accuracy is the ratio between the correctly 

classified data with the total number of data. In our case, the accuracy is 78%. Precision is the ratio between correctly 

predicted data with the total of correctly and falsely predicted observations. In our observation, the precision for 

“No” is 78% while the precision for “Yes” is 67%. Recall is a measure of positivity or sensitivity defined as the 

ratio between correctly predicted answers with the total of correctly predicted for all answers. In our observation, 

the recall for “Yes” is 3% and the recall for “No” is 100%. F1 is the metric that includes precision and recall defined 

as 2 times precision times recall divide by the precision plus recall. In our observation, the f1 score for the “No” 

answer is 88% and the f1 score for the “Yes” answer is 6%. The result of the Naïve Bayes Classifier is depicted in 

Figure 3. 

 
IV. CONCLUSION 

The fraud claim in automobile insurance has been detected using Naïve Bayes Classifier based on “Age” of 

the insured, is there any “Authorities_Contacted”, number of “Incident_Hour_of_the_Day”, 

“Total_Claim_Amount”, “Month_as_Customer”, “Police_Report_Available”, “Policy_Annual_Premium”, and 

“Insured_Sex”. The precision of this classifier is 78% for reported as “No” fraud and 67% for reported “Yes” there 

is a fraud. Compared to the previous results such as [1], [2], [3], and [4], this method offers an alternative approach 

to detect fraud with a compatible result. This result can be improved by considering attributes that are highly 

influencing the target attribute. Another factors that can influence the results is the pre-processing steps where the 

classification label can be performed by considering the relation of one attribute with another. Finding and 

processing those attributes will give interesting challenges and left as future works. 
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Figure 1. List of attributes 1. 

 

 

 
Figure 2. List of attributes 2. 

 

 

 
Figure 3. Classification Report 
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